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Abstract

A technique was developed for estimation of launch
vehicle performance parameters. This technique used an

inverse covariance or Bayes filter. Both a seven state and

an eight state dynamics model were implemented and their
T performance investigated. Observations consisted of angular,

L infrared measurements from two orbital sensors. The seven

;l' state filter had 3 position, 3 velocity and an acceleration

gfi component for its state vector. The acceleration state was

2%% modelled as constant between measurement updates. After the
AN

addition of a fading memory, the seven state filter showed
good performance in estimating a variable acceleration pro-
file. The eight state filter had 3 states each for position
and velocity, and seventh and eighth states involving engine
exit velocity and propellant mass flow rate. Although the
eight state filter had a better model for the acceleration,

the filter proved to be unsuccessful in its estimation

attempts.
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N I Introduction

The objective of this research was to develop space-
bas2d procednres tov estimate performance parameters of
launch vehis"2s. In the past, estimation techniques of
position, velocity and performance parameters of launch and
r :entry vehicles have been developed using ground-based
tracking radars as the 3jata source. The measurements avail-
abl. we-"1ld inclade rance, range rate, azimuth and elevation.

Hav'ne i1 space reconnaissance capability would allow
for a wsv ¢ arce of ob..zrvation data. Angular observations
of azimuti and elevation from satellites with passive infrared
sersors fall into this category. This information could be
used in conjunction with ground based data or give valuable
data which was unattainable before due to the lack of ground
based stations.

This paper addresses the development of an estimator
using these satellite observations as data. An inverse co-
variance or Bayes filter was used in the development of the
estimator. Because no range measurements are available from
the IR sensors, there may be degradation in the observability
of the states. Of particular interest was the ability of the
filter to estimate the accelerations of a launch vehicle as
well as its position and velocity.

Fox the problem, both a seven-state and then an eight-
state filter model were evaluated for their performance capa-

bilities. Also, two satellite observers were used for data

%]

in order to improve observability in the states.
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o Assumptions:
(1) The data satellites were assumed to be in geosyﬂchronous
equatorial orbits.
(2) The accuracy of the infrared sensors was considered to
be the same for both elevation and azimuth angle determination.
(3) The acceleration of the launch vehicle was assumed to act
along the velocity vector.

(4) A spherical earth was assum=d in the filter model.

Sequence of Presentation:

The derivation of the dynamics equations of the filter

are presented in Chapter II. Both seven-state and eight-state
models are given. Chapter III shows the development of the
observation relationships between the heat emitting ballistic
w missile and the satellite-based infrared sensor. This is
folloyed by the filter development in Chapter IV. Included
in the discussion is the development of the filter equations
and the Bayes filter algorithm. The testing and results a.e
discussed in Chapter V. Finally, Chapter VI contains con-

clusions resulting from the development and presents recom-

mendations for further study.
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i II Problem Dynamics

In the development of dynamics of the filter, a seven
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state model was used first. The states included three for
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position, three for velocity and one for acceleration due to

AN

[

thrust or drag. Later, an eight state model was implemented
to see if improved performance of the filter could be attained.
In this case the acceleration state is replaced by two states,

one for estimating the rocket engine's exit velocity and the
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other for the rocket's relative mass flow rate. The discus-
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sion that follows will first address the development of the

4

N

dynamics equations for the seven state model and will conclude

b
. 'l“l.Af..

with the differences needed to implement the eight state model.
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Qﬁi The Seven State Model
The equations of motion for the launch vehicle were

derived from the general two-body equation:
- + = _
r ;3 r=20 (2-1)

where y is the gravitational parameter:

U = GM (2-2)

:-'71 s
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A rectangular earth inertial coordinate frame was used, with

Y

o
7
al

the z-direction being north. So Tr was defined by,

129

ey
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gl

T=xi+vy)+ 2k (2-3)

TR S,

A

~ A
where i, j, and k are unit vectors along the x, y, and 2z

axes respectively. The acceleration was assumed to a~t along
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the velocity vector so:

(2-4)

(2-5)

was defined

(2-6)

The system was nonlinear, so the state vector was propagated

in time by use of the differential equation:

= X(t) = FE(B), b (2-7)

where x is the state vector at time t and F is a vector of
nonlinear functions of the variables of which X is comprm§ed
and possibly of t as well.

The three position states are denoted by x, y, and z.

The time rates of change of these states are given by the.r

T N T e T T N A T T W T v, T AT T NN T - - AT e e I -
PRI NN CRCTAT AR AT ST T T T . e . LU LI SN SR A S LI S e
v " ) n 3. .yt . ' PN 3 PRI Y L W N
o \‘x:ﬂ‘\‘ AR AR R ey N ) o A




respective velocities:

S X =V (2-7a)

b

E» Yy = vy (2-7b)
z=v, (2-7¢c)

For the velocity states, the time rates of change were
derived by breaking up eg 2-5 into the respective i, j, and

k components.

V= - x4 a— (2-8a)
r IVI
» ]_{ Vy
o= - X g4 al (2-8b)
yoo g3 7]
] Vz
Vz = - -l%- z + a— (2-8¢c)
r |7

The seventh state, acceleration, was mc izlled as being

K,

constant over the time intervals between data updates.

YR
i)

.
24

Ideally, this would give the model the ability to estimate

-

%i the deceleration of a reentry vehicle as well as acceleration
;é of a launch vehicle. So the rate of change of acceleration
é% was given py:

-4

a=0 (2-9)

Then forming X by use of egns 2-7, 2-8, and 2-9, gave the F

vector as:
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g v
Y Yy
z v,
. v
L X
v - = X + g——
. X r3 I‘—’-l
Yy
v - y + a
y = |51
v
y u A
v - Z + a——
z 2 E
.é . | 0 J

N“:-(.n
Y0

P

For the treatment of nonlinear systems, we assume the

.
Ve

availability of a nominal trajectory, Eb(t), with a given set

.
.

of initial conditions §6(0). The true initial conditions
differ slightly from the assumed initial corditions by an
unknown amount, 6X(t). Assume that the true dynamics solu-

tion can be represented by:
x(t) = §6(t) + 8x(t) (2-11)
Differentiation of eq 2-11 gives us:
X(t) = X_(t) + 6x(¢) (2-12)
which combining with eq (2-7) yields:
X (t) + 6X(t) = F(X_(t) + 8%(t), t) (2-13)

By applying Taylor's theorem and expanding the right

side of eq 2-13 we can obtain:
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o s'c‘o(t) + 8%(t) = F(x_(t), £ + A(t) §%(t) + H.O.T.

= x,(t) (2-14)

where A(t) is a matrix found by taking the partial derivatives
of the F vector with respect to the state variables, evaluated

at the nominal solution, §6(t).

= 22 (2-15)

With the assumption that §X is small, the nominal tra-

jectory satisfies the dynamics model:

X (t) = F(X (t), t) (2-16)

Subtracting this from eqg 2-14 and neglecting higher order
LX) terms, we see that to first order, §X(t) satisfies the time-
varying linear differential equaticn:

§X(t) = A(t) §x(t) (2-17)
l;{.o(t)

The derivation of the A(t) matrix is given in Appendix A.
The system given by eqg 2-17 is linear and time dependent.
Therefore, the variations in the state are propagated by the

state transition matrix, ¢:
§x(t) = g(t,to)sx(to) (2-18)

The state transition matrix is obtained by the solution of:

$ o dlt,t)) = A(t) 8 (t,t,) (2-19)
% (£)
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with the initial conditions:

~o(t ,t,) =

| =

(2-20)

where I is the identity matrix.

The Eight-State Model

For the derivation of the eight state model, thrust was
assumed to be constant for each stage of the launch vehicle.
The dynamics of the system remained basically the same with
only the F vector and A(t) matrix changing. With thrust
constant, the acceleration can be given by:

m

a=v ————— (2-21)

e
(mo - mt)
where:

a = acceleration due to thrust

m = the propellant mass flow rate of the rocket engine
m_ = the original mass of the launch vehicls (including
propellant)
t = time
= By using eq (2-21) in this form, we would need three new
L . 03 »
states-—ve, m, and m,. However, by dividing the numerator
rlﬁ and denominator by m, ., the acceleration becomes:
20N .
‘ m
i o M
o = V_— =V e—— 2-22
Sy a="Ye . e(l - Mt) ( )
(1 - )
L o
-,
T}
A
r:_,’ o _..‘:_.
8
T T e e e e T e




where M is the relative mass flow rate. The two additional

states become Ve and M. The state vector for the eight

state model is:

X = X (2-23)
y
z
-f.‘-
% Vx
v
y
Vs
v
e
-M-
s and the resulting F vector becomes:
\ Y J
X=F(x(t), &) = [ v, 7 (2-24)
v
Yy
V2
| VX
- X + a——
3 5
\'
u y
- y + a—-
r3 |51
v
u z
- z + a—
L E
0
4 0 -
S The changes in the A(t) matrix are given in Appendix A.
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e Both state models were investigated in the implementa-

4

&

tion of the estimator. Although not physically correct, the
seven-state model was attractive because of itSs general
nature. This would hopefully allow the filter to adapt to
sudden changes in acceleration, such as those experienced in
a rocket staging. However, with the acceleration "assumed
constant, one would have to be careful on how many data points
were used in an update. If the change in acceleration was
great in a data span, this would make the filter's constant
acceleration approximation less valid. The eight state mocel
has a better physical representation of the acceleration state.
This should lend to batc?ing a larger amount of data to get an
improved update. But, the ability of the filter to detect

ijf staging may be degraded. The characteristics of each model

will be discussed in more detail later.

T
'tl ¢ »
At
VAT
AL

b g4
SO Y
"

v,
e
R

v
‘

2

A
40y

. )

P R

N

q
)
LV

» L

'k 'e X oAl o DAl
‘ld: x ~'.r"r\"‘:’[
LA A,

N

7!
P B
L

€
ot
-

=
o

3
(3

v}

ol
i}
L

v
!

,c,;,’

‘l{n——‘_-v-——w-—-—>~-- - eT L®T M W ™ e cm m m o w W Cm c 3w Mot KYRTAT W 4w - - .- oa -
AR I T A AR I P i e i ey - - LSS . “ " R PP - . -
w:?"..‘.?". .\:\,é \,‘\;‘\.'.'.‘-",‘ ‘.’;\.L L"‘ 'lN i ;" ™ \“"\u" .:'\:' -\\\ P :“..:‘ ~.‘ S e - MR - . - -l ~— e .al



SRS R O AR SO O N I L AR A

- " LI . » - - . . - . . N
Xu b S ARRF AP S IR T S e T L A T T L T AT S

ks
-
(X%

.H
Xs
« ¥
VI X,

III Observation Relationships

N
)

v

8

B
-

»

AL 4

Azimuth and Elevation Derivation

The derivation of the angular relationships for the
problem was obtained from Miller's presentation (Ref 6).
The following will basically follow his development of the
observation angles.

The measurements from the observation satellite were the
two angles, azimutﬁ and elevation, depicted in Figure 1.
These angular relationships were derived with the observer
and launch vehicle in the same rectangular coordinate frame.

Azimuth was the angle (clockwise direction being positive)

between a local vertical, z', and a local position vector,

R RYALRYY
Y

¥'. Elevation was the angle between the negative of the

L

~ 1

position vector of the observer, =R, and the vector from the
observer to the target vehicle, p. Both angles were measured
in radians. The angular relationships were derived from the

equations

o cos Yy a*b (3-1)

I}
o
b

01

sin vy (3-2)

' b
Saa'i i afia’y

Can @ TN L

N Elevation is the angle between p and -R, so from Figure

2 and eq 3-1 we see:

AR ‘1'—".’-'
A0

b

ey

(3-3)
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A R = position vector of observer

SN

L oes —_ . .

L r = position vector of launch vehicle

ol

54 p = position vector of launch vehicle relative to observer
&ﬁj T' = position vector (in a plane orthogonal to R) of launch
- vehicle relative to 0'

r_'.'-:

el = elevation angle; the angle subtended by p and -R

az = azimuth angle; the angle subtended by r' and the line
segment from 0' to z'

Figure 1. Illustration of observation angles
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a unit vector normal to R and containing point P
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a unit vector along R

0
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Figure 2. Geometry for elevation derivation

From eq 3-3

S| = |F] cos ¢ (3-4)

Now introducing direction:

o

5 = [T| cos ¢ (3-5)

b

Using vector addition we get:
s+&=7T (3-6)

and substituting into eq 3-5 gives:

|

— |F] cos ¢ +t =T (3-7)
|R]

By rearranging:

.

13
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2
% | R
and combining with the results of eq 3-3 we get: |
E=f- 2 |pj|2-L|=F-R[BE_X (3-9)
|R] IR| |zl [R| 2
From Figure 2 we see:
sinfel) = Lt (3-10)
|l
and:
p=r-R (3-11}

Now substituting egs 3=9 and 3-1l into eqg 3-10 we get:

97
F-R(RoE
Kk
sin(el} = —— : (3-12)
|t - R|

which gives us the relationship for the elevation angle as:

TR

el = sin —
|t - R|

Azimuth was given as the angle between a local vertical
So from Figure 3 and using

and a local position vector.

hstrant.

4
(%

N

eq 3-1 we get:

Cas

T
adlst

14




S S
S OO
Y ‘.',{

I"‘)
3

I
PR EAOS
)

a2

ay o

rags
Il

otd

o
’
L

a
.‘1.

Py
AT

Lk e
DA

T
2

H
s
13
e

b

. o R - i e e v M R M AR WG TR W et WL WIS Wyl WU, WALCWRTRTLW, W T W W w T b T T e
S e 2 it (e Sl R AR S A R R N S R N T Y T T T T T T R R T N e T e e e e e e,
—‘-‘ L.AA... PR -‘\ ~vk -t '." ...A. » DTN NN JORL TP SN S -.‘-- - ,\.w‘ ‘.‘\A’- e u w8 - LAY . -~ - . ~ . - . - - - - - - -

A

t = vector the same as in ¥igure 2; normal to R and
containing point P.
k = a unit vector in the 2z direction.

Figure 3. Geometry for azimuth derivation

cos(az) (3-14)

and substituting eq 3-9 in for t gives:

—— '—'E.r
r = R{—gy=
- IRI” A

r - R

-k

cos (az) (3-15)

!

o

iy Cr — =\ 7]
o = _wf{R-r n
= DL r16
B az = cos = — (3-16)
L F -R R-+*r
L I§]2
TR . i J
;:"t:y ¥
15
B I S S SO G I Lo it TN A

et LT T

-




e - N AT VAT
7'"-“-;;'\' Lé’u LAY -‘v:ws.w‘r“,u LTI LT LRIt St

TR TR pEAN ‘.4'..". [N

From eq 3-15, the sign of the azimuth angle is not readily
discernable. So to determine the sign, we look at the z com-
ponent of the cross product of R x ¥. If the z component was

negative, then the azimuth was negative.

Observation Relation Derivation

The relationships of the angular measurements, azimuth
and elevation, are nonlinear functions of the state wvector.
A set of discrete observations are related *o the state vari-

ables by the general nonlinear relationship:
Z(ti) = G(X(ti),ti) (3-17)

Evaluating the observation vector along the nominal trajectory,

§6(t), at discrete times, ts, yields the nominal measurements:

Now the true observations satisfy the equation:

&é z(ti) = G(xo(ti) + 6x(ti),ti) (3-19)
x

2N By expanding this equation in a Taylor's series about tune

o

s nominal trajectory yields:

i

PR
Pl

z(ti) = G(xo(ti),ti) + e éx(ti) + H.0.T.
y } 1 X (t.)
(o] b

Tafaa"at.

s dm b Bt
LS

(3-20)

subtracting eq 3-18 from both sides of eg 3-20 and neglecting

higher order terms gives a relationship for the residuals of

16
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Eﬁﬂ ] the observations, r(t;)—the difference between the true and
F@ the nominal observations:

‘5.‘ — ~ - - 3G -
Cer it R = R - { . = . -
st r(tl) z\tl) zo,tl) s Gx(tl) (3-21a)
Q%l X, (t4)
= H(xo(ti),ti)Gx(ti) (3-21b)

where H is the partial derivative matrix of the observation
vector with respect to the state vector evaluated at the

nominal trajectory.

-

- . .
awtst % T eta et

To make the residual the difference at the epoch, t

.
v

o]

.l.‘\

instead of t;, the state transition matrix is once again used:

4

T(t;) = HiX (t,),£;)0 (k. t,)6K(t) (3-22a)

1H

T(t;)8x(t ) (3-22b)

The elements of the H matrix are derived in Appendix B.
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IV Filter Development

This chapter shows the derivation of the equations for
the Bayes filter and the algorithm for implementation of the
filter.

The Bayes Filter

From Chapter II, the problem dynamics were given by the
vector equation:

X = F(%,t) (2-7)
Eé Also, it was shown that with the dynamics of the problem well
%% understood, deviations in the state could be expressed by:
SE(t) = 8(t,t,)6F(t,) (2-18)
S S

9

o

as long as the 8x's were small.

<) 4
Y
Lalatalr

In Chapter III, a relationship for the residual, f(ti),

]
""v

was derived by finding the observation relation g(ti) and

using e¢q 2-18 and was given by:

TN T e
FORCIY R R
"

T(tg) = H(t;)alty, t,) 5K (ty)

ey
H

() $X(t,) (3-22)

TSN B
HE

Due to corruptive noise in the measurements, there is an

et ol a¥,e?
2hL

"

oA - it &8
Y0 ST

error in the residual approximatiorn. This is shown as:

a — — —_ 7

E‘ r(ty) = T(t;)éx(ty) + =(ty) {4-1)
= Define Q. as the observation covariance matrix, containing
D

information about the accuracy of the data. For this application
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Qi is chosen as diagonal under the conditions that the random
errors in azimuth and elevation are uncorreiated within a
given observation.

Now, using Gaussian error statistics, the probability

density function for the error vector is expressed as:

f(e) = (2w)"N/2lgl-%exp(—%J) (4-2)

where J = ETQ—IE.
To maximize the probability, the principle of maximum likeli-
hood is used. J, the weighted least squares cost function,

must be minimized in order that £ be a maximum. J is of the

form:
- - T -1 — . —
J = [r(ti) - g(ti)ax(to)] Q; [r(ti) - g(ti)Sx(to)] (4-3)

Since Q;l is positive definite, the necessary and suffi-

cient condition for minimizing J is:

SR, (4-4)
aéx(to)
solving for 6§(to) yields (ref 5):
- _ T -1 -1 To=le,, -
<Sx(to) = (T(t;) "Q; T(t;)) "T(;) Q7 r(ty) (4~5)

With 86X assumed as zero mean, the covariance associated

with 8x is:

- = T
Pp(t,) = E(SE(t)6%(t)") (4-6)
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where E is the expectation operator. Let W = ( TQ-lg)-lTTgfl

and substituting 6X from eq 4-5 gives:

_ T T
Polt)) =E@WTE W) (4-7)
and since W is deterministic: ’
PA(t ) = W E(F TT) WT (4-8)
=xX‘'"o - —

But the expected value of T ET is defined as the crvariance

of the observations, Q. So eqg 4-8 can be writtea as:

laY 3 T -
Ps(t,) = WOW (4-9)

Expanding and simplifying:

i
3
H
Dl
oy
=
i
[}

BRI (t,) (4-10)

Equations 4-%5 and 4-10 are used in basic least squares
estimation. A sequential mauner of handling the data can be
used and this is the Bayes filter. This is done by combining
an old estimate, %’(to), and its covariance,.g(tg), with a
new batch of data z. §—(to) is treated as data, rather than

reprocessing all the old data that went into forming the

estimate. So, the observation relations for the new estimate

are:
X = £ X (to) (4-11)
7= ()t . (4-12)
20
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. The augmented matrices become

T = II (4-13)
—aug =

Quug = [B) 0 (4-14)

i
>
1
-4

raug = [(x - xo) (4-15)

X,

where Eb is the assumed nominal state.
With this, the new covariance is:
-1 -1

Qaug aug

el
|

T
e - (gaug
\C )
1

-1 T -1 -
@) + 1] Qi T) (4-16)

and the correction to the state vector is:

— mT -1 -1 ,T -1l =
b = (Z aug 2aug Taug’ Eaug Qaug Zaug

-1 o=l -1 -1, . 2 - T -1 =
(B 7(=) +T; Q7 T;) (P (=) (x - %) +T; Q.7 r;)

4
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The algorithm below shows the step by step iterative

P

LA\ et ek i

A
Lt s

process used to converge upon a solution.

&
)
A%
A

x

e

The Bayes Filter Algorithm

1. Input

a. Estimate at epoch

1. x(t))
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2. P(t))

b. New Data

2, Using a nominal solucion §6(to)' integrate dynamics to
obtain:

a. xo(ti)

b 2(t;,t))

3. From each measurement calculate:

a. r. =2, - _(_;_ (Xo(ti),ti‘
bo gi

4. Assemble vector/matrices necessary for filter equations

_ T B4 9
W =
r, H, &, 2,
;:..—.- ,2: - 'gz- .
& LS I 2

5. Compute update of covariance and state:

a. P(+) = (P“l(tz) +of g7l pt
- - 5 T -1
b. 8% = B(#) (BTH(E) (x(t) - X (¢)) +T @ T

IRERY
AR NS @ v

:

.
0
-
LA
-
P,
-’

-. -’ ..

)

6. Update the nominal solution:
xO(tl) = xo(ti) + d8x
7. Convergence check. If convergence criteria is met then:

= a. X(t)) = ¥, (t,)

22
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+
s b. B(ty) = B(+)

If not met, return to step 2 with newly computed §§(to) and
repeat the process.

8. Propagate estimate and covariance to new epoch and begin
process over again. Continue until launch trajectory is
complete. The ccvariance is propagated by:

- +

= o7
g(tl + l) = _(Il (t'l. + lrtl)g(tl)g(t Iti)

i+1
The convergence criteria is based upon the true solution
being the result. Theoretically 6x will converge to zero.

However, in practice, it should be allowed to converge to

within the associated square root of the covariance for that

SRTADE: .
:
NS

element, /§IZ° The residuals, independently, should be of

R
B

order JQii as they converge.

Cen b st

»
’

o Although no estimator is completely self starting, the
Bayes filter can be started with only a guess for the nominal
state. This is reflected in the algorithm by initializing
the inverse of the covariance matrix, gfl(tg) as the null
matrix. This indicates that there is no a priori knowledge
of the system, which can certainly be the case when looking
at the launch data of a missile. 1In this case, the Bayes

filter reverts to a least squares filter and the first update

is accomplished looking only at the measurements.
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V Testing and Results

<
25\
gt

.

P

oy

Setup of Observers

As mentioned before, two observers were used in the
problem, assumed to be in geosynchronous equatorial orbit.
This stereo view would, hopefully, prevent any problems in
observability that might arise using only one observer. These
problems could occur if launch was directly below the observer
or the launch vehicle was traveling away from the observer.

The second situation is displayed in Figure 4.

R
R = observer position vector
r = true target vehicle position vector
§'~3 = alternate target vehicle position vectors
p = vector from observer to target vehicle

Figure 4. Measurement ambiguity with one observer

This shows that along certain trajectories there is very

little change in the azimuth and elevation measurements.

-
e

> Therefore, not much information would be given to the filter
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, 3 regarding changes in the states, especially velocity and
re e,

acceleration.

The tracking sequences were initialized with the two
observers positioned 90° apart along the same orbit. One
was positioned on the -y axis and the other on the x axis as
shown in Figure 5. This caused no loss in generality since
the coordinate system chosen was arbitrary and the launch
vehicle was initialized from a point that was not on any of

the coordinate axes. During tracking, the observers pro-

gressed counterclockwise along their orbit.
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Figure 5. Initial positions of target and observers
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Truth Model

The truth model generated the true azimuth and elevation
data at given times during the launch profile. This data was
generated using a computer program that propagated the states
of the launch vehicle using the two body equation of motion.
The position and velocity were propagated using the equations
previously developed in Chapter II, egs 2-7 and 2-8. Té model
the acceleration, it was assumed that the thrust was constant
for each stage. With this, the acceleration was given by eq
2-22. Then taking the time derivative gave:

v M

a= (5-1)
(1 - Mt) 2

which was used in the truth model to propagate the accelera-
tion state.

The position states were then combined with the position
vectors of each observer at the respective times and substi-
tuted into egs 3-13 and 3-16 for the angular measurements
required for the data.

Values for the thrust profile were derived from para-
meters of a Titan IIIB rocket (ref 8).

lst Stage Ve - 8243.2 ft/sec

Thrust - 464,900 1b
Propellant mass flow rate - 56.398 lb-sec/ft
Initial mass - 11,275 lb-sec?/ft
2nd Stage Vo - 10,220.3 ft/sec
Thrust - 102,300 1b

Propellant mass flow rate - 10.0095 lb~-sec/ft
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ﬁi = Initial mass ~ 2735 lb-secz/ft
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3rd Stage Ve - 9402.4 ft/sec
Thrust - 16,000 1lb
Propellant mass flow rate - 1.7017 lb-sec/ft
Initial mass - 455 lb-secz/ft

Figure 6 shows the acceleration profile yiven by the truth

model.
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Figure 6. Truth model acceleration versus time

PSS et
AR
LRt

3

Computer Program Development

= J

The first step in developing the computer program for

the filter was verification of the partial matrices A and H

¥
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that were developed in Chapters If and III. After setting
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- up the A matrix as given in Appendix A, the individual
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elements were verified by conducting a numerical check given

by: . _
F.(x. + §,t) - FP.(x,t)
~ 13 1 -
Bij = 5 (5-2)

where:

Aij = the element in the ith row and jth column

§ = a deviation on the order of 10™° or smaller
Fi(x,t) = the ith component of F, evaluated at x

Fi(xj + 8,t) = the ith component of F, calculated when

8§ has been added to the jth state of X

The check gives an approximation to the elements of A as a
result of small changes in the state vector, X. If the
matrix, A, derived numerically agrees with A evaluated at
the state, X, this provides assurance that the partial deri-
vatives taken in deriving A are correct.

The H matrix was set up as given in Appendix B and was
verified in a similar manner to the A matrix. The verifica-

tion resulted from looking at the equation:

o G(x; + 68,t) - g(f,t)
B; = 3 (5-3)

th

where Hj = the i~ column of the H matrix
§ = same as before
g(i,t) = the evaluation of G, at the state vector X

g(xi + §,t) = the evaluation of G with & added to the

ith state

After the partials in A and H were all shown as correct,

.
PARPRSA
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a check on the ¢ matrix was performed. Again a numerical
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check was used to see if ¢ was propagated in time correctly.

The ¢ matrix was propagated using eq 2-19:

é(t,t,) = A(E)B(t,ty) (2-19)

and the check was accomplished by using:

X(x; (tg) + 6,8) - K(R(t,) ,t)

'qli = 6 (5‘4)

th

where 91 = the i column of the ¢ matrix

$ same as before
Y(i(to),t) = the state vector as a function of t and
initial conditions, i(to)
f(xi(to) + §,t) = the state vector as a function of t
and initial conditions, i(to) with §

th state

added to tuc i

With the matrices checked out the next step was to set
up and check out the filter's ability to converge to a solu-
tion. This was done by setting up a least squares filter.
The least squares algorithm is essentially the same as the
Bayes, the basic difference being that least squares esti-
mation only minimizes the squares of the measurement residuals
and doesn't use information from previous state estimates. So,
the update equations for the covariance and state estimate were
given by:

P (+) 1

T -1 -

% = P(HT(t,)07 E(E,) (5-6)
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Since the Bayes filter during initial update reverts to least
squares estimation, if no a priori information is known, this
was a good check to see if the Bayes filter would have any

problems with convergence to a solution at epoch.

The check was accomplished using simulated measurements
to a satellite in orbit, first with zero acceleration and
then with a constant acceleration. For ease of computation,
astrodynamic units from Bate, Mueller and White (ref 1:429)
were used in all test cases. Five measurements at 0.33 time
unit (approximately 266 second) intervals were used in the
filter update. Each measurement consisted of an elevation
and an azimuth from both observers. The least squares filter
was able to detect and correct perturbations in the first six
states on the unaccelerated trajectory as shcwn in Table 1.
With a constant acceleration of 1/6 g's, the filter was again
able to converge to the correct solution after perturbations
in all seven states. This is shown in Table 2.

In both cases, the least squares filter gave an estimate,
accurate to seven decimal places of the true solution, within
two iterations. Although, in each of the cases the accelera-
tion was constant, the results gave some optimism in that
the estimation problem using the infrared sensors may be
plausible. It should be noted that the time interval between
measurements was quite large. Time intervals of this magni-
tude are unacceptable for estimating acceleration during the
ascent stages of a missile launch. As mentioned before, a

large variation in the acceleration over a data span would
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Table 1. Good correction to first six states
Filter AX .
% from Correcthps
initial true 1st 2nd 3rd
1 1.0290466 .18-4 -.118312E-4 .182258E~5 .4215E-~11
2 .0005 .5BE-3 -.495331E~-3 | -.468180E-5 .1958E-10
3 -.0006 -.6E-3 .598687E-3 .131304E-~5 .7479E-10
4 ~.0005 -.5E~3 .505352E~3 | -.533652E~-5 | ~-.2134E-10
5 .9857 -.9E-4 .781742E-4 .122667E~4 | -.5657E~10
6 .0005 .5E=3 -.497214E-3 | -.278635E~5 | ~.1401E-9
7 .0 .0 .164532E~4 | -.165155E-4 |-.7145E-10
Notes: Corrections based on 3 sets of 5 observations
Observations at 0.33 time unit (2266 sec)
intervals
Unaccelerated trajectory

Table 2. Good correction to all seven states
AfIlter Ax Corrections
% . from
initial true lst 2nd 3rd
1 1..290466 .1E~4 ~.130934E-4 .308629E~5 -.9982E~11
2 .0005 .5E~-3 -.485662E~3 | -.143514E-4 .9722E-10
3 -.0006 -.6E-3 .596834E-3 .316469E-5 .8925E-9
4 -.0005 -.5E~-3 .510810E~3 | -.108001E~-4 -.4067E~10
5 .9857 -.9E-4 .511362E-4 .393112E-4 -.3160E-9
6 . 0005 .5E-3 ~-.494899E-3 | -.509932E~5 -.1413E-8
7 © 16665 -.167E-4] .685476E-4 | -.519284E-4 .475RE-9
Notes: Corrections based on 3 sets of 5 observations
Observations at 0.33 time unit (=266 sec)
intervals
Trajectory acceleration constant 1/6 g
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make the constant acceleration approximation less valid.

Several data rates were investigated while checking out the

Bayes filter.

The Seven State Filter

Knowing that the matrices and all other subroutines were
performing correctly, the computer program was set up for the
Bayes algorithm given in Chapter IV. The program is presented
in Appendix C. |

The initial testing of the filter used perfect data at
one second intervals. Five sets of measurements were used
for each update. A constant thrust launch profile was simu-
lated to determine if the filter could follow a target vehicle
through an entire trajectory. With deviations in the initial
guess for the first and seventh states, the filter was able
to converge- to a correct solution within three iterations and
then estimate all the states to within six decimal places
throughout the launch.

The next test was to determine the filteir's ability to
estimate a variable acceleration profile. Because of the
computer time necessary to run a full launch profile through
the estimator, only the first stage of the truth model was
used while testing at a one second data rate. The filter
was able to detect the changing acceleration and corrected
towards the true solution. However, the estimates started
to lag, as the filter started to progress along the trajectory.
Theolag occurred in all the states but was especially notice-

able in acceleration. By the end of the profile the filter

32
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is shown in Figure 7.
- At first, it was thought there was an observability
problem in the filter. The covariance matrix varied by

twelve orders magnitude between the corresponding elements

for position and acceleration. However, the eigenvalues

P g
(SR X8
x Xt
B

)
.l*l
.

of the covariance matrix were positive. This indicated that

N h
A
e
[
o

the matrix was positive definite. After further investiga-
tion, it was found that velocity and acceleration elements
of the covariance had decreased by five and eight orders of
magnitude respectively, during the run. So, as the covar-
iance steadily decreased towards zero, the filter put more
emphasis on the dynamics model and less on the data.

To correct this problem, a fading memory was added to
the filter in which elements of the covariance matrix are
deweighted to reflect decreased confidence in the seventh

state. This w accomplished by multiplying the inverse

_ covariance mat. «, g'l(t;), by a scalar, B, just after pro-
;‘ pagation. B took on values between zero and one; depending
ﬁé upon the amount of fading desired. If a value of one was
e . . . .
N used, the filter retained its full expanding memory. No
Qﬁ: memory was retained for a zero value and the filter would
e
;%; revert back to a basic least squares estimator.
o Incorporating the fading memory, the filter demonstrated
&. M . . -
- improved performance. After testing many values of 8, it was
gﬁ found that as the memory of the filter was decreased the
ad
AR ) ) ) .
pl T estimation of the acceleration profile became better. 1In
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- fact with B8 equal to zero, the filter gave a very good
estimation of the acceleration profile as shown in Figure
8. However, the estimates of the position and velocity
were on the high side. A B of 0.01 gave the filter its
best performance using perfect data. Figure 9 shows the
filter's estimate cf acceleration using this B.

The filter had demonstrated the ability to follow an
increasing variable acceleration profile. The full launch
profile was given to the filter next, to determine its

ability to follow a staging event. This time five measure-

ments of perfect data at five second intervals were used
for filter apdate. Again, sets of five were used for ease
of implemencation and to limit computer time. It was found

- that the filter had to have at least three measurements in

kg oxder to make all seven states observable. On the other

side, if large amounts of messurements were used, the filter's
constant acceleration approximation would become less valid.

;EP At first, it was thought that with the increased data

%;; interval, observability in the filter might be decreased.

é%g However the covariance matrix became better conditioned.

%ff Instead of the twelve orders of magnitude found with the

e

&g one second data, it was now only nine. The increase in time

%é between measurements made it easier for the filter to observe

o changes in ihe states.

?hé With deviations, in the initial estimate of the first

;%2 and seventh states, the filter demonstrated good performance

?ﬁ fg? in recognizing the staging events and correcting back to the

&
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true sclution. Again, with limited fading, the filter
lagged in its estimates, which is evidenced in Figure 10.
By experimentation, it was found that a 8 of 0.06 gave the
best performance for the five second measurement interval
(Figure 11). As the data span for an update was increased,
less fading was required to obtain the filter's optimum
performance. More emphasis had to be put on the dynamics
model as the constant acceleration approximation became less
valid.

An initial goal was to determine the filter's capabi-
lities using a ten second data rate. With this méasurement
interval, three measurements were required for the update.
As before, a minimum of three was needed t. make all the
states observable. However, with more than a thirty second
data span, the change in acceleration became too great for
the filter to handle, and excessive corrections to the states
caused the filter to diverge. Figures 12, 13, and 14 show

the filter's estimates of the vehicle's acceleration profile

Pad )
.

using various B's. A B of 0.1 gave the best estimation of

7
py
ATd_ Y2 N2

the acceleration without significant degradation to the other

R A
W XY‘_.“

state estimates. Various initial estimates were also tried

e
Rk

o 6 4

in the filter. With poor estimates in all the states, the

T
e
a .

TEI
N

filter diverged cuickly. With perfect estimates in the posi-

T

R

tion states and degraded estimates in the other four states,

AL

the filter was able to converge to a solution. This showed

el

#
.

favorable results, since a good initial guess in position of

I 0

tets

N a rocket launch would be achievable while velocity and accel-

-ty

TN

eration are less well known.
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The filter had shown the ability to estimate the accel-
eration profile of a launch vehicle. However, this had been

done with the use of perfect data. The measurements were

assumed to be unbiased and uncorrelated in time. So zero-
mean white Gaussian noise was added to the measurement angles
to simulate imperfect data. The standard deviation (o) of
the noise was steadily increased to determine when the per-

formance of the filter became degraded. There was no serious
6

degradation in performance until a 0 of 1.0 x 10 ° radians.

SO L
CRENE)
2

e
&

This standard deviation equates to approximately 150 feet.

SRS

Figure 15 shows the filter’s estimate initially dropped off

o,

but then recovered. At launch with the vehicle moving slowly

off the pad, the error ellipsoids start to overlap as more

corruption is introduced into the measurements. The filter

w had trouble discerning changes in the states of the vehicle
at liftoff. As the vehicle moved faster, the filter was
better able to distinguish changes and correct back towards
the true solution.

Increasing f and expanding the filter's memory produced
increased performance as the noise was increased. With a B

%E of 0.3, the filter was able to follow the vehicle's accelera-

I tion profile up to a ¢ of 1.0 x 1072 (Figure 18). No improve-

ment of performance was noted with further increases in 8.

el The highest noise level attained before filter convergence

+

could no longer be achieved was with o = 5.0 x 10-5 (approx-

il
. .,
hRY
o
Se'd
SN
K
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ﬁﬁ imately 6800 feet). Although no information is given about
¢ <3 the first stage (Figure 17), the second and third stage
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estimates give a good approximation of the actual accelera-
tion profile. With an optimal smoother. these estimates
could possibly be made better. However, this was not inves-

tigated.

The Eight State Filter

By making the appropriate changes in the F and G vectors
and the A and H matrices, the eight state filter was easily
implemented. The filter was initially given data with one
second between observations. Having a better model for
acceleration, it was thought that ithe eight state filter
could handle a greater amount of data for update. Data for
the entire first stage was batched to the-filter for a least
squares estimate. The filter diverged within three itera-
tions. Twenty measurements were tried with initial estimate
deviations in the seventh and eighth state. The filter was
able to converge to the correct solution in two iterations.
However, when the time interval between observations was

increased to ten seconds, the covariance became ill-condi-

tioned and the filter diverged within four iterations (Table
Fﬁﬁ 3). The eigenvalues of the covariance matrix had a spread

of 16 orders of magnitude. Several other numbers of measure-

) .
ettt
Ha

ments were tried with no improvement in the filter's observ-

RS S N

RRAEY)
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ability. With no significant results obtained, the attention

1

|
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et
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of the study was directed towards the seven state filter.

¢

Ideally, the performance parameters of a missile (M and

AR AP oY

>

R ik
!Eyny

Ve) would be obtained directly with the eight state filter.

By running the seven state filter, the data for individual
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stages could be separated. Then the data could be run
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separately in the eight state filter to estimate the perfor-

A

mance parameters of each stage. Estimates of position and
velocity at staging obtained from the seven state filter
could be used to start the eight state filter. With the
performance parameter estimates of each stage, the accelera-
tion profile could be computed and compared with the profile
obtained from the seven state filter and get a better estimate
However, the eight state model, as developed in the study,

did not produce the desired results.

Table 3. Demonstrated filter instability (8-state)
:?llter fﬁgm Corrections
Xinitial true 1st 2nd 3rd 4+h
1 .1474736 0 .1089E-4|~.1777E-3{ .8439E-~2 -.1134E+13
2 |~.8695592 | -.001{ .9290E~-3]| .8686E-4| .4222E-1 .6660E+13
3 .4731659 0 .4499E-4}|~-.4055E-4| .2317E~1 ~-.3636E+13
4 .0005689 0 -.1001E-2}| .3010E-~-2|-.4045E+0 .8746E+14
5 1-.0033487 0 .5865E~2{~.6365E~2 | .2344E+1 -.5128E+15
6 .0018243 0 -.3203E-2| .3643E-2(-.1281E+1 .2801E+15
7 .318 .0001| .3148E+0| .7562E+1l|-.1678E+4 .5034E+18
8 13.72 -,0002+.2930E+1|~.1195E+2}| .1969E+4 -.5950E+18
Notes: Correction based on 20 observations
Observations at 10 second intervals
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VI gpnclusions and Recommendations

In this study, an inverse covariance or Bayes filter

was developed to estimate the performance parameters of a

. launch vehicle. Two orbital observers with assumed angles
only (IR) measurements were used for filter update. A seven
state and an eight state dynamics model were evaluated in the
filter.

The seven state filter modelled acceleration as constant
and lagged in its estimates of the launch profile. Addition
of a fading memory to the filter improved performance signi-
ficantly. Although a Monte Carlo analysis was not performed,
due to initial problems encountered during the study, the
filter showed good performance while varying initial condi -
tions, data rates, trajectories and noise levels. - It achieved
a solution, estimating a launch profile with a ten second data

5 radians.

rate and a noise level of 0 = 5.0 x 10

Results indicate that variable acceleration cannot be
estimated with an eight state filter with acceleration
modelled using engine exit velocity, launch vehicle mass and
propellant mass flow rate. The observability became worse
with a higher dimensioned state vector.

It is recommended that further study be directed towards
the seven state filter. Investigat.on into a fading memory
differential corrector might be warranted. Using residual
monitoring for adaptive choice of B might provide a better

estimate during a staging event or just after lift~off. Alsc

an optimal smoother might be considered to provide a hetter

50
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estimation profile using noisy data. Lastly, examination of
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using alternative measurements, such as range or range rate,

is also recommended.

*

3
b

Because of failure of the eight state filter, direct
estimation of the rocket engine performance parameters was

not possible. Knowing that:

3
alt) = r—wE =) (2-22)
o)
where a, = VeM (initial acceleration)
a two state filter could be derived with a, and M as the
states. Acceleration estimates from seven state filter
would be used as the data to estimate the two states for
each rtage. With estimates of a_. and M, Ve can be obtained

o
directly.
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Appendix A

Derivation of the A Matrix

The elements of the A matrix are found by taking the

gradient of the dynamics vector, F.

A =VF (a-1)

(3

I Iy T b

A

Py

where the elements are given by

....
e,
By D

A,. = —= (A-2)

For the seven state filter:

X1 ail 8% ail ail ail ail
axl sz 8x3 8x4 ax5 3x6 X
2

7

8 .
A = P
Bxl .
%3 -
axl :
7 2 .
L $- °T4 .
°x) :
e 3% 5
o 5 . (a-3)
*1
n;,:s .

':'

Q

%
[+)}

Al

L)
-

 pter—
3

s P
k3

7

EE::: 3 7 * L ] * L ] L] [ 2 L] * * L] L] ® 8 x7
ot X 9x
3 L 7

e
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Using the state equations in Chapter II, the nonzero elements

fo
.
AR

o
>

of A are:

Alg =5y = 1 (A-4)

A25 = = 1 (A-S)

=1 (A-6)
+ 3EX (a-7)

_ X _ 3Ux -
A = = 2EXY (A-8)

o A = — = (A-9)

A, = 2= - + 2 (a-10)
X

-

b
|
|
"
9]

= 2=~ (A-11)

',
S
-
’,
-

>)
Pt

- 3

iTasy
e

(34
<
<
<
o

=- X2 (A-12)

Ajg = =— = (a-13)

=l

x

[ IR A Y

= Y _ 3uyx -
Bsy = 3% T ‘;%" (A-14)

S A
S
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[
3
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i
1
M=

My -
52 e (a-15).

Qo
[

ot

L<<:
|

=4
v
N

= >3 z e

|
@
<
|
!
(V)
S

g
(8]
S,

|
]
|

]

— (A-17)
;§_

p
|
Qo
3
I
|
~ N

a

o
(8]

1
Qi
/|

[
g

s

=<
<

v
by
.
»

. v-'; %3t
L,

o]

1

Q
.

]

|

!

]

N

S, ]
[+)}

|
|
]
44

.I

(A-19)

QWY

S
QL
<

3
PRAE
Iy

L By, = %L = X (A-20)

:
."‘

.r
ISR

Bgy = = = =% (A-21)

= = 3Myz -
Rga = = =3 (A-22)

3uz2
+ 2HZ (A-23)
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_ Z_ _ %z _
Rea = 3v_ (A-24)
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(a-25)

h

ff' 65 v
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e
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66 (A-26)

n . -

= = - a
~ Bgg = 3V j;? tT
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AT
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R .

o v v

) R = ---------_.z = _Z‘ -
RS Rz da v (A-27)

PAY N

R where

[ai
i
»
N

+
<
+
N

<
1]
]
N
+
<
LS N
+
<
NN

and other variables are given in Chapter II.
For the eight state filter, the A matrix is 8 x 8 with

six new non-zero terms:

>
}
[
a

e

47 T WV (A-28)

(il gie
"n‘;‘-’

£
)

ety 2oy

(58 2 )
'——‘- -

=)

= X2a= 4 (A-29)
Y 3 48 AL

A57 = (A-30)

58 (A-31)

A
+
RN

— -
A67 = (A-32)

o
|
N
ID’
+

(A-33)

=
=

68 = v |V
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Appendix B

Derivation of H Matrix

The elements of the H matrix are found by taking the
partial derivatives of elevation and azimuth with respect
to all elements of the state vector. For the seven state

filter, H is a 2 by 7 matrix given by:

del 3el del Jel 3el 3del Jel
dx QJy 2dz IVy avy v, da (B~1)
daz daz daz daz daz daz daz

X dJy 92 avx va 3Vz oa

Qo

il

Since G is only a function of the three position elements
of the state vector, the last four columas of the matrix

are zero.

Partial derivatives of elevation:

.

SR 4 T
el = sin”t LBL!RI (B-2)
| E-R|
4 - ~— (B-3)
] dx (sin "u) = v/;_ 2 &
L 17| = V2, 2,2 (B-4)

)
0

| @,

where x,y,2 are position components for the target vehicle

N
- IR] = V52, 52.52 (B-5)
2 R +RO+R)

-
2

‘A .

" S
et Ayt PP
Ny where Rx' Ry, R, are position components of the observer.
r"?'.:.f
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Using egs (B-2) and (B-3):

-

--------

...............

~~~~~~

................

------------
~~~~~~~~~~~~

— - _ 2| - -
-R(F+ R , ¢ % -R(F*R), 7
sel _ |, _ | LIl R a |LI=l 7| (B-6)
x IT - R| | |¥ - R
- ] - _
—_— 2 -;5
sel _ |y | LR IRl | (0| [BER g | (7 - ')
| T-® SE
.- - » e -
= -1
+ | "R(RY) [lf - Iil} (B~7)
IR| |R]
Similarly:
[‘ [_'ﬁ(; * R) ’ "'R(Ry)
e AEITE + [IRIIRL* T
del _ - (¥ - ®D? |z - R| (8-8)
Y I — 2 :
1 -Rir- R) +
[RIIE]
lr - R|
-1 _5,=. -R(R,)
LI [RIIR] S [R[[R]
del _ (lr - R|) |z - R| (B=9)
52 =
- 2
1 -Rﬁ;-_R) + 7
[R| |R]
|T - R|
Partial derivatives of azimuth:
RE-R) 47 Lk
az = cos t - l?L'RL = (B-10)
-R(r * R) + i;'
[R[ [R]
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N [}
-
> A

a
¥
A
Rty
E,- '
A
J%
A
H
o

d 1 4u
I= (cos™ u) = /Ira? Ix (B~11)

From egs (B-10) and (B-11)

= N
- [:§i£:—gl]+ r *k

= | LRIE] (B-12)

-R(¥ + R) |
R

the numerator is:

_RZ(xR +yRy+sz) s
R2+R§*R2

Z

Let: DOT

xRx+yRy+sz

RSQD

2 .2 2
RX+Ry+Rz
E? So the numerator can be written: 2z - RZ DOT
j RSQD

Pl st
r . X 4
- P

‘/‘: e
v g
[«

N
]

N
&l
) 9
O] O

]
e

N

(B-13)

“ .

TvT +¥
[\
N
N

R_DOT R _DOT RZDOT

RSOD Y ~ ®GSD + 1% ~ ®sop

A &F
w
i
»
o4
S

(‘Y'.,
S FOA

7
s

R P (80T

D NN o
-l"—l“-‘."’ 3

. ".\' Iy
AR

3 !"
A
'
EER ¥
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/[ mr.por\ 2| =32 | R_DOT R
+ VA _?__ . (2) . - _..}{_._. . l - __.x_.
RS0D \ RSOD FSOD
P R,DOT . 3% e @ o [z - R, DOT . -RXRA
- RSOD RSQD/ RSoD )" |\RS0D |
(-RXRZ\
+ RSQD | (B-14)
7 R, DOT 2 R, DOT 2 R, DOT 2
/ *~wsop ] T " wmop) * |2 ®sop
so -—-( cos u) = -1
( R,DOT <
. 2~ RS0D
LY 4 R, DOT 2 R,DOT 2 R, DOT 2
*gsgp-| “\¥Y"®sop—| T |\* msop—
B 2
R_DOT R,.DOT\ | R R DOT)| [-R R R_DOT\ [-R
o [gir) [& )°( o P Y
. Z-RS0D ®sop ) " \*"F30p RSQD RSOD ®sop /' \®RSo
'7
R_DOT R _DOT R poT\“ | 3/2
Rg oY=
oD RSOD RSQD
R R,
3 RSQD
: * 2 2 z
: R, DOT R DOT R, DOT
- ' - + - -
*“Rsop | RSQD 2 RSoD (B-15)
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N Similarly:

a ~1., L )
& (cos Tu) = 1

' ( RZDOT)z
7 = e
1 - RSQD
2 2 2
R_DOT R,_DOT R _DOT
. -__}E._.__. + y—__¥.__ + z-._g.___
RSQD RSQD RSQD
2 ’
R_DOT R_DOT -R_ R R._DOT R R _DOT\ /~-R
RSQD PSQD RSQD RSQD } RSQD RSQD R5(Q

R, DOT 2 R, DOT 2 R, DOT 2] 3/2
-—— e |7 IO S, P
*gsop | T \¥ RS20 *\2"RsgD |

» o .
T EX AR SR

[y

(Y
r
et

e

[ R._DOT\? R_DOT\ 2 R_DOT\2
Ko+ [y=-=d + [z==2— \B-16)
\ RSID RSOD RSOD
and:
a -1, _ _
Ty (cos "u) = 1
f RZDOT)2
z—___-—_
1- RSOD

R.DOT\ |/ = DOT\ R_R R _DOT\ /[-R_R R_DOT
o (ear) [t} e ) e o
RSQD L\" RSQD RSQD RSOD RSQD RSQD R
2

RXDOT 2 RyDOT RZDOT 27 372
- |¥rsop-) * \YRsap |t FTRsoD
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)
AR

5.
A A

RAFAE B y{]

+ RSQOD
R DOT 2 RYDOT 2 ( RZDOT\Z
*gsop ] T W mREep | * \*"®sop ) (B-17)

The sign of egs B-15, B-16, and B-17 was determined by looking
at the z component of the cross product RxTr. If the z com-
ponent was negative the sign was negative.

For the eight state filter H became a 2 x 8 matrix with

the added elements being zero.
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Appendix C
Bayes Filter (Seven State) Program

PROGFAM BAYESCINPUTCUTPUTLTAPET)
EXTESNAL F
REAL  XIEFCT)9DELTAYPHICT»7)9Y (557 ¢TIMIGELMATHAZMATHELMAT2,
AZMAT 2 9T TOUT yRELERR9ABSERRINORK(1275) 9 TWORK(S) oG UAT(251)
GHAT2 (291 )9 XOBS(3)9XOBS2(3) 9HMAT (49 7) 9HMATI (2,7) 9 HMATZ2(2+7)
HC8 97 5 ¢HTIANS(748)9QC894)5QINV(4984) 951 (897)9sPINV(T97)sD1sD2
DELXE79129B1(491)9B2C7:1) s HKAREAQQAVIQZ9OVePZ9TMAT(T 7D,
XNERWCT)oHTIQR{T 91D 9P {491 ) 9 XMNSCT) 9 XDIFFLT91)3PMNSTI(TeT)
STRC(T 91) 9PX(T91) 9y PPLE(T gT) gPP T o T )y PMNSCTsT) oPHIT(T 7)),
HTQHC 797) 9BETACT97) yPMNSIC(T97) oXPLITCL22),YPLOT(122)
EApEP yEVaTTC(E11) 9 XCS11) s YY(B11)9Z(SL1) o UX(S511)9oVY(BRi1),
VZUE11)9A(B11)9EX29EY29EZ29EVX29TVY29SVZ24EP24EV24EA2,
AMSPy AMSYSRMSAGZHTRK2ET) oP3IVITeT) 922C¢T)
INTEGER COUNMToNUMeI o JeIUGT9IERWTIsCODESITERYITERD
DIMENSION QUI10)eQZ(10)4PV(28)9P72C22)4dKAREAC2SL)
+ TIMECOZL1ET ) 9ELMATCL16G) 9 AZMATC(150)9EL4MAT2C1608) 3AZMAT2(155)
PARANMETE R ( couUnNT=61)
eeeINITIALIZE 0 es
XREF(1)=.7105%116
XREF(2)==-,413275456
XREF(3)=.956640624
XREF(4)=100+C03(=e53249595)2C03(Le60213859)/255364.24764%
XREF(35)=130+4"IN(=e53249335)#C0S(D.60213359)/253356,24764
XREF(E)=100#3IN(0e60213359)/25936.24754
XREF{(7)=1,184
71=0
TIME(3)=C.0
ITER=1
ITER2=3
K=0
ICODE=1
¥z1
£P=0.8
£V=0a.0
EA=D a0
EP2=(e0
f£VZ2=Ce0
FA2=(Ce0
MEALY=0,)
STD=3a0
CALL RANZETC(TT)
DC 2 I=1,7
DS 2 Jd=1,7
XENSC TIY=XREF(])
PMNSIC(IgJ)=040
BETACI 94)=0,0
CINTINUE
" BETA(L91)=041
BETA(242)=0.1
BETA(343)=0.1
BETA(4494)=0ai
BETA(Se35)=0a.1
RETA(695)=C0l
BETA(T¢7)=0,1

A
3 y
[ an
"y

Py

Lo

s

e

LR B B B 2K 2K AR R K

k4
-l
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PO S I=1,58
Y(I)=0eD0
CONTINUE
D2 10 I=1+4
DC 10 J=1s4
Q¢I9J)=0.0
CONTINUE
GG 15 I=1.4
Q€I»IN=1.0E-14
CONTINUE
eseeFIND 2 INVEISEeee
CALL CHAGY(Q+4+QV)
CALL LINVZP(QVe49QZy D67 9D19D2sWKAREANIER)
CALL CHNGM(QZ93+QINV)
eeo”EAD IN DATA AND ADD MNQISEeee
DO 27 NUM=1,COUNT
READ (Sya)TIMECGVUM) 9ELMATINUMI 9AZMAT CNUR) oSLMAT2ANUMY 9AZHAAT2(NL
ELMATCNUMISELMAT CNUMI+GAUSSIMEANSTD)
AZMAT(NUMI) =AZMAT (MUM) +GAUSS(MEAN,STD)
ELMAT2(AUMISELMAT2 (UMY +GAUSSIMEANS3STD)
AZMAT2 CHUMI=AZMAT2(NUM)+GAUSS(MEANSSTD)
CONTINUE
DC 280 I=14610
READCa 92 )XCI) o YYC(I) 9yZUIDgUXCIDoVY(IDoVZ(I)A(T)
CONYINUZ
PRINT#s" TIME=0.C ¢ )
e oCOMPUTE RESIDUALS AND H MATRICE Seeo
DG 25 I=147
DI 25 J=1,7
HTQH(I 9J)=C o0
HTQR(I¢1)=0 a0
FHI(IsJ)=0W0
XNEW(T)=XREF(I)
CONTINUE
Do 27 1I=147
PHI(IyI)=1.0
CONTINUE
DC SC NUM=ITEReITER2
T=TIME(N ' :N=1)

TCUT=TINE(NUY)
RELERS=1.0E=07
ABSER-=1.3E~07
NVEAN= S5
IFLAG==-2
DS 30 =147
5 D2 3C J=147
R YOI =XNENCD)
B YOI RT+J)=PHICT 9d)
N 39 CONTINUE
13 = CALL CDE(FoNEQNyYoTyTOUT oRELERR9ABSZRI9IFLAG 9 WIKy I ORK)
AN DD 35 I=17
Sty - DI 35 J=1,7
I PHICT9J)=Y(I4T+J)
E XMEWCII=YCD)
(Y 64
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»
4§
!
3

o ;‘
w2
el
A

>

35 CONTINLE
* eeoTIND OGSITION OF JBSERVERS AND CALCJLATE G MATRIX AND
~ FESIDUALZ ev e ’

CALL ELMAZATIMECGNUM) o XNEWGMAT 9GMAT29XJ839%05S522
FUlel) = LMATINUM)=GMAT(141)
R{241)=AZNAT(NUMI-GHMAT (2+1)
{391 )=ELMAT2(NUMI-GMAT2(1,41)
Rl441)=AZMAT2(NUMI~GMAT2(241) .
~ eaeFIND H MATRAICESs se
CALL MATHOXNEW(1) o XNEWI2) o XNEW(3I) o XIBS{L1)9XIBS(2)9XOBS(3I) 9HMAT]
CALL MATHOXNEM (1) g XMEW(2) o XNEW(3)9X2BS2(1) 9X3BS2(2)¢X0OBS2(3),
+ HMAT2)

D2 4G Jz=147

HMATC L 9JI=HMAT 11 9d)

HMAT{29J)=HMAT1(2¢d)

HMATC 3 s3I =HRAT2(1 9dJ)

HMAT(39dJd)=HMAT 2(294J)

42 CONTTINUE
* 2eoMULTIPLY H BY PHlIsee

CALL MMPY(HMAT 945 79PHI o7 9eH)
* eesFIND H TRANSPOSEe e .

DO 45 I=1.4
DG 45 J=147
HTYRANS(JyII=H(] 9J)

i 45 CONTINUE
\V J * eesFIND HTRANS+Q INVER3E*Heas
CALL MMPY(QINVs&saysHyT oP1)
CALL MMPY(HTRANS9T949P1sT7sTHAT)
DI 55 I=1,7

D™ S35 JSl47

HTQHCI yd)=HTQHC{I s J)+THAT(I9J)

CONT INUE
eesFIND H TRANSPOSE+Q INVERSE=*R
CALL %YPY(QINVsa949Rs19B1)
CALL MMPY(HTRANS 9794483 91eB2)
D5 60 I=1e7

HTQRCI1)=HTQR(I41)+B2(I 1)
CONT INUE
CONTINUE
DO 65 I=1,56

Y(I3=242
CONTINUE
K=K+1
eeeFIND P PLUSess
DC 78 I=1,7

DG T3 J=1,7

PINVII»J)SPMNSI (I 9J)+HTGQH(I ¢J)

CONTINUE
CALL CRNGV(PINVy7,PV)
CALL LINV2P(PVs7¢P24 DGTyD19D24WKARTASIER)
CALL CHNGMIDZ474PPLS)
eeeCCMPUTE EIGEMVALUES OF UPDATED CCOVARIANCE<ee
IF (KeEQ@el) THEN
D3 72 I=1,7

65
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= DO 72 J=1,47
PSIVIIsJ)=PPLS(I J)
72 CONTINUE
CALL EIGRS(PSIVs79109ZZsPVeTyWCRK29IER)
PRINT*y? EIGFNVALUES ¢
DO 400 I=147
PRINT 2, *%222(D)
400  CONTINUE
END IF
« s« COMPUTE UPDATE T9 STATE VECTOR.e.
DT TS5 I=147
XDIFF (I 91)=XMNS(I)=XREF(I)
75 CONTINUE
CALL MMPY(PMNST975T7sXDIFF919STR)
DO 28 I=1e7
PXCIs1)=STR(I91I+HT QR (I 1)
AQ CONTINUE
CALL MMPY(PPLSy7s79PX91yDELX)
DO 35 I=1,.7
XHEFCI)=XREFCII+DELX(T91)
- S CONTINUZ
™ IF (KeEQel) T"HEN
o PRIN #y*F(+)= ¢
o PRINT®(TC(TC(1X9ELS5e8)/))7 9 ((PPLS(I4J)9J=1sT7)9I=107)
P END IF

FRINTY(T(1X3E153)) %9 (DELX(I91)91=147)
PRINT s ? XREF= ¢
PRINTO®(7(1X9EL1S543)/) 9 (XREF(I)9I=1+7)
IF (KeEQe3) GO TS R6
* ee e CHECK FOR CONVERGENCEwee
IF (ABS{DELX(141))eGT+PPLS(141)) GD TO 22
IF (ABS(DELX(291))aGToPPLS(242)) GO T3 22
iF (ABSUDELX(3+1)).GT.PPLS(343)) GO TO 22
IF (ABSIDELX(491))eGT«PPLS(444)) GO TO 22
IF (ABS(DELX(S91)2)eGTePPLS(Se3)) GO TO 22
IF (ABS(DFLX(691))eGT«PPLS(E9E)) 53 TO 22
IF (ABSC(DELX(T791))6T<PPLS(7+7)) GO TO 22
36 XPLOTA(MI=CTIME(TI)*0.0030986)+806,3113742%
YPLCT (M) =XREF(T)
WNRITE (T +110)IMXPLOTCM) »YPLOT (M)

7 113  FORMAT(Fide492X9E1543)

a0 EX2=(XREF(1)-X(ICODE) ) =22
Fooo * eeoCCMPUTE DEVIATICONS IN STATES FR0Y TRUTH MODZLees
2 ] EYZ2=(XFEF(2)-YY(ICODE) ) &=2
X EZ2=(XREF(3)=2CICODE) ) *«2
A EVX2=(XREF(4)=-VX(ICSDE)) ##2
» EVY2=(XREF{S)=VY (ICODE) I » #2
o FVZ2=(XREF(6)=VZ(ICLDE) ) » 22
L EASCXREF (7)-ACICIDE) ) *+2

-@ . EP=EX2+EY2+EZ2

NEE: EVSEVX2+EVY2+EVZ2Z

S EP2=FP2+E£D

N EV2=EV2+EV

e EA2=EA2+FA
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eeePROPAGATE STATE AND COVARIANCE.. s
T=TIVECW I
TI=TI+1
TOUT=TIME(TI)
RELERR=1 L0E-CY
ABSER3=1.0E~07
NEQN=56
IFLAG=~1
DT 87 I=1+7
YC(ID)=XREF(I)
Y{I+*8)=1.0
CONTINUE
CALL ODE(F oNIQN9Y o ToTOUT oRELERR9ABSERRHYIFLAG s NORK IWORK)D
D2 90 I=147
DC 93 J=1.47
XREFCI)=Y(I)
XNENCII=Y(I)
XMNSCI)=Y(I)
PHI(IJI=Y(IxT+d)
PHITC(JoI)=Y(I27+J)
CONTINUE
esoFIND P MINUS AND P MINUS INVERSEsee
CALL MMPY(PPLSwT o ToPHIT79PP)
CALL MMPY(PHI 97y ToPP 9T 4PMUNS)
CALL CHYGV(PMNSy7,4PV)
CALL LINV2F(PV9T9PZsIDGTsD1sD2+yHKAREASIER)
CALL CHNGM(PZy79PMNSID)
eo s MULTIPLY P MINUS INVERSE BY BETAcee
CALL MMPY(PMASTIGeT7e79BETA9TyPMNIT)
PRIMNTI(TY TIME= "9,F7,5)%,TIME(TI)
PRINTao¥X MINUS= ¢
PRINTY(T(IXELS2)I o {XNENCI)oI=1yT)
ITER=ITER+]1
IF (ITER .GECOUNT) THEN
GG TO 14¢
END IF
ITER2=IT ER2+1
IF (ITER24GT.COUNT)Y THEN
1 TER2 =COQUNT
END IF
ICODE=IC 2DE+10
K=n
M=Mel
DC 35 I=1+586
Y({I)=C.0
CONTINUE
60 70 22
ee o CUMPUTE PMS ERRORS OF FILTEReee
102 KRMSP=SQR T (EP2/(M=-1))
AMSV=SART(EV2/(M-1))
RMSA=SQRT{EA2/(M~-1))
N FRINTY(?? RMS EIRQF POSITION= '%,E15.3)*,RMSP
pPRINT?(®2 RIMS FRIQR VELDCITY= *%,E15.3),RNMSY
PRIINT®(?* RMS ERICR ACCELERATION= "9 4713,5)%¢RMSA
END 67
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SUBACUYTINE MMPY(A9IA92JA9B9dBeC)
0o o MATRI X MULTIPLICATICN RQUTINE<es
REAL AC(TA3JA)9B(JAsJB) oL(TIAsUB)
DOUBLE PRECISICGN TD
DO 25 K=1eIA
DQ 20 J=1ledB
TD=0.D00
DO 10 I=1edA
TD=TD+A(Ky1)2B(I o)}

C(KeJd)=TD
EnD

SUBRCUTINE F(TyYsYP)
eesSETS UP STATES AND PHI MATRIX FOR INTEGRATIONees
SEAL Y(36)9YP(SB) yPHI(Te7)9FMAT(T 1) 9o AMAT( Ty 7)) 9PHIDOT(T97) T
CALL MATFCY(i)aY(2)9YC3)oY(4)9YL(S)sY(5)sY(T)4FMAT)
D3 10 I=1,7
YPCI)=FMAT(Is1)
CONTINUE
CALL MATACY(1) oY (2)9Y(3)aY(4)9Y(S5)eY(B)9Y(T)9AMAT)
DO 20 1=147
DT 20 J=197
PHI (I 9 d)=Y(IxT+4)
CONT INUE
CALL MMPY(AMAToT 9 T9PHI #74PHIDOT)
DO 3C I=147
DI 30 J=1s7
YP(I*7+J)=PHIDOT (14 J)
CONTINLUE
END

SUBRCUTINE MATF(X9YsZeVXeVYVZyAgFMAT)

ea oCCMPUTES F VECTOR

REAL FHAT(T791)9XgY9Z o VXaVY9VZyA9VEI YT y33
RISAX 22+ 22472202 )aSQRTIX 222+ w247 %22
FMAT(141)=VX

FMAT (21 )=VY

FMAT(3,1)=VZ

FMAT (3 41 )==X/R3+A*YX/SQAIT(YX*22+4YY*a24VZa0e2)
FMAT(S91 )==Y/R3+AeVY/SQRT(VUX*42+YY A a2+ yZx22)
FMAT(S 91 )==Z/R3+AsVZ/SART(YX 222+ YYna 2+ Z¥s2)
FMAT(7491)=0.C

END

sy
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SUBRCUTINE MATA(X9YsZeVXsVYeVZsA9AMAT)
» eooCOMPUTES A MATRIXeee
FEAL XoYoZoUXoVYaVZ9A9RIIRSIVIsAUAT(T 479 V1
INTEGE® I9d
RISIXa22 +Y #2237 22)+SART(X %22+ 24247 422)
ROS((X*224Yax242¢22)2x22)aSARTIX 424y 2224 72%2)
VISSGRT(YX*a2+YYx22+Y7422)
VIS UX a2 VY2224V Z 222 ) 2SQRT(VX*42+ VYR a2+ YZx22)
DO 10 I=167
D2 23 Jd=1o7
AMAT (I eJ)=C el
CCNTI NUE
CONTINUE
AMAT(1+8)=1
AMAT (245)=1
AMAT (345)=1

Fal
o
24

LR !.f

=S

v,

AMAT (§41)=
AMAT (442 )=
AMAT(4493)=
AMAT(4,44)=
AMAT (4 45)=
AMAT (4 45)=
AMAT (4497 =
AMAT(S5,1)=
AMAT (S542)=
AMAT (543)=
AMAT(Se4 )=
AMAT(345)=
AMAT (545)=
AMAT (S547)=
AMAT (541)=
AMAT (642)=
AMAT (643)=
AMAT (694 )=
AMAT (545)=
AMAT (645)=
AMAT (697 )=

~1/R3+3aXex2/RS
3axX*Y /RS
3xX*Z/R5
AZV1=~-\UX*a22A/Y3
-UX*VY*A/Y3

P L3 VALY VAKX
VX/Vvi

3+X2Y/RS
«1/R3+3«Y*x2/RS
3+Y2Z/RS
~VUX*YY*A/V3
AZV1=-VY»22xA/Y3
=“VY*YZ*A/V3
vY/vi

3xX%2/R5

32Y*2 /RS
“~1/R3+3x72x%2/R5
~UX*YZxA/ Y3
-UY*YZxA/V3
A/N1=VZax22A/lY3
vyz/Vl

EAD

X SUBRGUTINE MATG(XyYsZyRSUBXeRSURY,RSUBZySMAT)
* eseCCMPUTES G MATRIXees
FEAL X9Y9Z9sRSUBXyRSUBY9RSUBZEL9AZ+DIFF9DOTRSADINUM9NUML
X + CROSS sGMA~ (241)
- RSGD=RSUBX#+2+RSUBY+#2+RSUB2*+2
0 CROSS=RSUBX*Y=RSUBY+X
& DOT=X*PSUBX+Y+RSUBY+2Z+RSUBZ
3 NUMZSGRT ((X~R SUBX#DGT/RSQD) #*2+(Y-R3UBY*DOT/RSAD) #+2+
+ (Z-RSUBZ*DCT/RSGD) ##2)

s
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DIFF=SQRTC((X-RSUBX)*+2+(Y-RSUBY)#*2+(Z~-35UBZ)*22)"
GMAT (1,1 )=ASIN(NUM/DIFF)

MNUMI=Z-’3 SUBZ+DOT/RSQAD

GMAT (291 )=ACCS(NUMLIZNUM)

IF (CRCSS oLTe 048) "HEN

GMAT (2491 )==GMAT(2,41)

END IF

E£MD

SUBRCUTINE MATHC(X9eY9ZsRSUBXeRSUBY,RSUB7Z 9 4MAT)
ee o CCMPUTES OBSECGVATION RELATION MATRIX Heeo
PEAL HMAT(297)9X9Y929RSUBX9sRSUBY9RSUBZyRSQ0+NUMyDIFF+DOT
INTEGER TeJ
DS 10 I=1,2

DC 23 J=%+7

HYAT (I19d)=040

CONTINUE
CONTINUE
RSQAD=RSUBX#**«2+RSUBY*+2+3S5YSZ*#2
COT=X+«R3UBX+Y+RSUBY+Z«~R5UBZ
NUM=SQRT ((X=SUBX#DQ1/R3QD) #+2+(Y-RSUBY«DIT/RSAD) #+2+(Z-RSUB2Z

+ *DOT/RZQD)**2)

DIFF=SORTL(X-RASUBX)*»+2+(Y-RSUBY) *##2+(Z-RSUBZ)*+2)
CROSS=RSUBX*Y-RSUBY*X
HMAT (191 )= (CNUM) s (RSUBX=X)/DIFFw3+(X*#(ISUBY**2+RSURZ2#2)

+ ~FSUBX*DOT+(RSUBY +#243SUBZ222)/35Q)~Y*RSURX#RSUBY+DOT+RSUBX

+ *PSUBY*22/RSQD~Z*RSUBX*RSUBZ+DOT+ISUBX*#RSUBZ++2 /RSAD)/DIFF

+ /AMUM/RSQD)Y/SART(1~(NUM/DIFF)«#2)

HMAT (1 92 )=(CHNUMI *(RSUBY~-Y)/DIFF*#*3+4(DOT+3SUBX*+2+4RSUBY/RSAD

+ ~X*#RSUBX*RSUBY~-DOT#RSUBY+ (RSUBX*22+35UBZ+%2)/RSQD

+ +Y* (ASUBX#22+4SUBZ+#2)+D0T+RSUBY*SSUBZ*+2/RSAD

+ ~Z*«R3UBY*RSUBZ)/D.FF/NUN/RSQADI/SRRT(1~-(NUM/DIFF)**2)

HMAT (193 )=((NUMI*(RSUBZ-Z)/DIFF+x3+(D0OT+«3ISUBX+422RSUBZ/RSQAD

+ ~X*RSUBX*HSUBZ+DOT*RSUBY+22+RSUBZ/RSAD~-Y+«RSUBY+*RSUBZ

+ ~DOT*RSUBZA (RSUBX**#2¢RSUBY*#2) /RSQAD+Z+« (RASUBX*#2+2SUBY*+2))

+ /DIFF/NUM/RSQD) /SQRT(1-(NUM/DIFF) #+2)

HMAT (291 )=(=1)/SQRT(1=({Z-RSUBZ*DIT/RSQAD)/NUM)x=«2)
«(((~RSUBX*RSUBZ/FSQD) /NUM)=((Z=SU3Z+DOT/ISAD)I/NUM*=3
#({X~ISUBX*#DOT/RZQD)I*((RSUBY**2+35J32#+2)/33QD)~-(Y-RSUBY+DC™
/RSQAD ) *(RSUBX*RSUBY/RSQAD)I-(Z~-R35UBZ*35T/35GD)

* (RSUBX*RSUBZ/RSQD)Y I

HMAT (292 )=(=1)/SQRT (1 =C((2=-PSUBZ*#D2T/RSQAD) /NUM) *=x2)
*(((~RSUBY*RSUBZ/AS QD) /NUMI=((Z~-SUIZ«DOT/RASQD I/ NUIMes3
*(( X~RSUBX*DCT/RSQADI* (~RSUBX*RSUBY/SQAD)+(Y-RSUBY+*DOT/RSQD)*
((RSUBX**2+R3UBZ#«2)/RSQD)-(Z-RSUB2Z2+*DIAT/RSQD)
#«(RSUBY*RSUBZ/RSAD}I)))

+ + 4+ ¢

+ ¢ ¢+ +
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HMAT(293)=(-1)/SQPT(1=((Z=RSUBZ+*D3T/RSQII/\IMIxa2)
+ *(((1-FSUBZ*+2/RSQAD)/NUMI=-((Z=ASUBZ*DIT/3QD)/NUMae3
+ *((X=-3SUBX*DOT/RSQAD)I*«(~RSUBX2RSUBZ/3Q0}-(Y-RSUBY*DOT/RSQD)
+ *(RSUBY*RSUBZ/RSQD)I+(Z~RSUBZ*DOTARSQAD) # ((ASUSX**2+RSUBY##2)
+ /ESQD MM
IF (CRCSS oLTe 043)° "HEN
HMAT(291)==-HMAT(2,41)
HMAT(292)==HMAT (2,42)
HMAT(293)==HMAT(243)
END IF
END

SUBFOUTINE ELMAZC(TIME 9XR9GMAT yGMAT2 ,X0354X0852)

* oo CALCULATES OBSERVERS' POSITIGN FIR 3 MATRIX COMPUTATIONes.
FEAL TIMEsXR(T?)6MAT(251)96MAT2(291)9XI3S5(3)9X3BS2(3)
X0BS(1)=6+6*COS((2+43.14157265447IME)/1056453585)
X0BS(2)=6.6+"IN((223.141572654«TIME)/13553535)

X0BS(3)=35.0
X0BS2(1)=6.6*SIN((2%341415926544TIME)/156453585)
X0BS2(2) ==66*COS ((243,141552654+TIYE)/106453535)
XCBS2(3) =040
CALL MATG(XRU1)9XR(2)9XR(3I 9 XOBS(1)9X0BS(2) 9 XOBS(3)9yHMAT)
I CALL MATS(XRIL)9eXR(2)9XRC3DI9X0BS2(1)9XIBS2(2) 9XOBS2(3) y&MAT2)

W END

SUBRCUTINE CHNGV(AMATsNyAVECT)
* eesCHAMGES MATRIX INTO VECTCR FGCFM “QOR INVIRSE RCUTIMNFEeeoe

REAL AMAT(N9N) 9AVECT (N2{N+1)/2)

INTEGEP NoeJdoeIoICNT

ICNT=3

DO 13 I=1,%

DC 10 J=1,1
ICNT=ICN +]
AVECTUICNT)I=AMAT (I+d)

10 CCNTINUE

EAD

.
.
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SUBRQUTINE CHNGMCAyMINMAT) *
ee o CHANGES VECTIR BACK INTO MATRIX AFTZR INVERSIONeses
REAL ACQN=(N+1)/2) yNMAT(NsN)
INTEGER MeICNT el od
ICNT=0
DC 10 I=1eN
ICMT=ICNT +I
DT 10 J=1I
NMAT (I 2 JI=ACICNT+J~T)
NMATCJeI)=ACICNT+J-1)
CONTINUE
END

e } DL ]
i
I IR

i

":'t"t

REAL FUNCTIONM GAUSS(MEANSTD)
e e2ANDOM MOISE GENERATORaee
FEAL MEAW '
SUM=~5

DY 1 I=1,12

SUM=SUM+RANF ()
GAUSS=STD«SUM+MEAY

END

72
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pilot training and received his wings in August 1974. He
served as a F-4E aircraft commander with the 22nd Tactical
Fighter Squadron at Bitburg Air Base, Germany and the 512th
Tactical Fighter Squadron at Ramstein Air Base, Germany. Then
he served as a T-38A/B instructor pilot in the Lead-In Fighter
Training program with the 479 Tactical Training Wing at Hollo-
man Air Force Base, New Mexico, until entering the School of

Engineering, Air Force Institute of Technology, in June 1981.

73




. - -
) LoTaassfled
SECURIYVY CLse, ri-aTioN AF THIS ®aGE (Whey Daie Entered)

REPORT DOZUMENTATION PAGE CRL COMPLETING 1

N BEFCRL COMPLETING FORY
2. GOVY ACCESSION NOJ 3. PECI®'FNT S CATALOG WUMBER
AFIT/CA/AR /82D~ 4

Ah ALY ol

- - - o—— o= .

4 TITUE (anc Sutrtla) ; 5. TVFE 57 REPCART & PERIOD COVE
FSTIMATION OF LPUNCH VEHICLE PERFORMANCE .
PARAMETERS FACM TWO ORBITING SENSORS MS Thesis
6. PERFOMMING ORG, F.CPORT NUMBI
7 AUTHGR(s) - = 8. CONTRACT OR GRANT NUMBER(s)

Donald W. Gross
Captain

9. PERFORMING CGHGANI2ZATION HAME AND AODRESS 10. PP"C"V FLEMENT, PROJECT, T,

Air Force Institute of Technology (AFIT-EN) APES A MCRK uNIT NUMBERS
Wright-Patterson AFB, Ohio 45433

1. CONTROLLING DFFICE MAME AND ADURESS 12. REPORT DATE

December, 1982

13. NUMBER OF PAGES

8l

T4 MONITORING AGENCY NAME & ADORESS({f different from Controlling Office) 1S, SECURITY CLASS. (of this report)

Unclassified

1Se. DECLASSIFICATION/ DOWNGHAOS:
SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

Approved for public release; distribution unlimited.

17, DISTRIBUTION STATEMENT (of the abatract entered in Block 20, !l dilferent lrom Report®

'8 SUPPLEMENTARY NOTES Approved for public release, IAW 190

Bprored log W‘cmo’ 1AW AFR 19019
m{ﬁ‘ Ynven 4 JAN 1983

Tean fcr Hojearch ond Prelazyisnal Devblopmssl
f:r Force Iratitute cf Technslogy. {ATC),

e r———— l\l.l L4443
19. XKEY WORDS (Continue oh ‘Paverse ,d ﬁ nocca'm-y and identify by block number)

Estimation
Bayes filter
Parameter identification

20. ABSTRACT (Continue on reverpe side_If necesgary_and I[dentify Jy block numbe<)
~A technique was devel loped for estimation of launch vehicle perfc

mance parameters. This technique used an iaverse covariance or
Bayes filter. Both a seven state and an eight state dynamics mc
were implemented and their performance investigated. Observatic
consisted of angular, infrared measurements from two orbital sen
sors. The seven state filter had 3 position, 3 velocity and an
acceleration component for its state vector. The acceleration

state was modelled as constant between measurement updates. Aft

FORM
DD |, an 73 1473 ztimown oF 1 nov esis omsoLETE Unclassified

SECURITY CLASSIFICATION OF THIS PAGE (Phen Date £
w/\tfnw- y«-r A ;‘) {‘\P \
R et .h s B 3—-.




T L .Y e " 4" a T e " T
-~ R o R - PR T B S R BT IRl S g o
. R et S e L S, L SR R S AR e ] K “ N R
T T LT TR e (Te TR w W e TR e VTR K IR R N \
REET T T e . R T T T N T T TR
I N A o N T I e P
-~ . e -

SECURITY CLASSIFICATION OF THIS PAGE(When Data Entered)

Mehe addition of a fading memory, the seven state filter showed good
performance in estimating a vardiable acceleration profile. The
eight state filter had 3 states each for position and velocity,
and seventh and eighth states involving engine exit velocity and
propellant nass flow rate. Although the eight state filter had a

better model for the acceleration, the filter proved to be unsuc-
nessful in its estimation attempts.

e e i s it srnnr il

s e e e e e . ek e i 2 o

Mo Ly
e

o ‘.""‘

AW e K,

tod’
AT
)

v T
‘n!’N H
4 e A

[
L
AR

0 U

Unclassified .
SECURITY CLASSIFICATION OF THIS PAGE, ¥When Data Entered) ]

i
!

I R

-~ - . - » - - -
= ~ > - - - ~ . . L - - - -
- ~ . s aehal als > - W A e A e e A
o et A Selaml e
Wy x [ RPN ¢ ¥






